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1. Statement of the Problem Studied 
 
An important problem of visual understanding is how to recognize and predict human actions or 

imminent events from video. Figure 1 shows some real-world army scenarios in the battlefield 

environment, where intelligent unmanned ground vehicles or robots can provide real-time surveillance 
and monitoring. For example, if a kid carrying a box wants to give it to a soldier, shall we predict it is a 

bomb? If someone coming with a bag but returns without it, shall we predict it is an abandon of the bag? 

If a guy runs to approach a soldier, shall we predict the soldier is in dangerous? If some mobs pick up 
something, shall we predict they will throw to the military equipment? The PI envisions the ultimate 

intelligent systems can detect/track suspicious subjects, predict actions and events, and raise alarms for 

emergencies before happening. The research objective of this proposal is to create new theoretical 

methodologies of modeling spatiotemporal contextual dynamics. As a short term innovative research 
project, it particularly focused on human action recognition based on the proposed new models. 

 

 
(a) Carry and give? (b) Abandon and leave? (c) Run and approach? (c) Pick up and throw? 

Figure 1: Examples of real-world army scenarios of action recognition and prediction through video surveillance. 
 

With the state-of-the-art techniques, human detection and tracking can be achieved reliably in some 

systems under well-constrained sensing conditions using boosted low-level visual features. However, in 

the mid-level, human action and event detection and recognition are still open problems due to the 
difficulty of tracking rigid parts of articulated objects (such as human arms, legs, head and torch) and 

inferring the accurate dynamics. Specifically, most existing systems can only deal with constrained 

actions of “Noun” for a single subject. It is difficult to learn a robust generative model that can capture 
all possible shapes of human body with large variances and occlusions. Appearance based discriminative 

method models the whole appearance variances without measuring the large freedom of joint angles. 

However, such approaches only work in the “clean” data, with uniform background, non-occlusion, 

subject collaborative performance, perfect spatiotemporal segmentation, and well-defined action context. 
When applied to real-world data without any constraints, such as Figure 1, there is still no reliable 

method that can perform high-performance human action or event recognition in complex environments, 

and even further to support the prediction of imminent actions or events. 
 

2. Summary of Results 
 
From this STIR project, we have created a new algorithmic tool set of modeling spatiotemporal 

contextual dynamics [1-9]. For low-level and middle-level visual representation, we proposed a class of 



Schatten norm based discriminative metrics, locality-constrained low-rank coding, discriminative 
analysis by multiple principal angles, and clustering based fast low-rank approximation for large scale 

analysis. We also proposed decomposed contour prior and a stub feature based level set method for 

shape recognition in images and videos. For high-level understanding and inference, we proposed the 

ARMA-HMM model for early recognition of human activity and the complex temporal composition 
model of actionlets for activity prediction. Effectiveness and efficiency have been extensively tested for 

human action and activity recognition and prediction. The evaluation results and outcomes of this 

research have been published in 8 peer-reviewed conference proceedings along with a best paper ward, 
and 1 peer-reviewed journal paper. For more details of the research outcomes and accomplishments, 

please refer to the attached publications [1-9]. This report will highlight the details in [3,8]. 

 

2.1 Modeling Complex Temporal Composition 

 

 
Figure 2: Frameworks for two categories of activity prediction problems: (1) short-duration simple activity 

prediction (e.g. “handshaking"), and (2) long-duration complex activity prediction (e.g. “propose marriage"). 

The first problem can be solved in the classic bag-of-words paradigm. Our approach aims to solve the second 

problem. 

 
In particular, we propose a novel framework, shown in Figure 2, for predicting long-duration complex 

activity by discovering the causal relationships between constituent actions and predictable 

characteristic of the activities. The key of our approach is to utilize the observed action units as context 

to predict the next possible action unit, or predict the intension and effect of the whole activity. It is thus 
possible to make prediction with meaningful earliness and have the machine vision system provide a 

time-critical reaction. We represent complex activity as sequences of discrete action units, which have 

specific semantic meanings and clear time boundaries. To ensure a good discretization, we propose a 
novel temporal segmentation method for action units by discovering the regularity of motion velocity. 



And the key contribution of this work is the idea that causality of action units can be encoded as a 
Probabilistic Suffix Tree (PST) with variable temporal scale, while the predictability can be 

characterized by a Predictive Accumulative Function (PAF) learned from information entropy changes 

along every stage of activity progress. In order to test the efficacy of our method, we introduce a new 

dataset that focuses on complex activity in tennis game. Our method aims to answer the challenging 
question: “can we predict who will win?". Also we test our method on another benchmark dataset about 

daily indoor living activity. Our algorithm shows very promising results. The generalization capability 

of this new model is inductive enough to extend the application to ARMY video data. 
 

2.2 Dataset 

 
Our prediction model can be applied to a variety of human activities. The key requirement is that the 

activity should have multiple steps where each step constitutes a meaningful action unit. Without loss of 

generality, we choose two datasets with significant different temporal structure complexity. First, we 

collect real world video for tennis games between two top male players from YouTube, see Figure 3. 
Each point with an exchange of several strokes is considered as an activity instance, which involves two 

agents. In total, we intercepted 160 video clips for 160 points from a 4 hour game. Then we separate 

them into two categories of activity, where 80 clips are winning points and 80 clips are losing points 
with respect to a speci_c player. So our prediction problem on this dataset becomes an interesting 

question: “can we predict who will win?". Since each point consists of sequence of action units with 

length ranging from one to more than twenty, tennis game has a high-level temporal structure 

complexity in terms of both variance and order. Second, we choose Maryland Human-Object 
Interactions (MHOI) dataset [3], which consists of 5 annotated activities: answering a phone call, 

making phone call, drinking water, lighting a flash, pouring water into container. These activities have 

about 3 to 5 action units each. And constituent action units share similar human movements: 1) reaching 
for an object of interest, 2) grasping the object, 3) manipulating the object, and 4) put back the object. 

For each activity, we have 9 or 10 video samples. And there are 44 video clips in total.  

 

 
Figure 3: YouTube tennis game dataset. 

 

2.3 Temporal Decomposition and Video Representation 

 
Temporal decomposition is the first key step for our representation of complex activity. It is to find the 

frame indices that can segment a long sequence of human activity video into multiple meaningful atomic 

actions. We call these atomic actions actionlets. We found that the velocity changes of human actions 

have similar periodic regularity. The specific method has following several steps: 1) Use Harris Corner 
to find significant key points; 2) Use Lucas-Kanade (LK) optical flow to generate the trajectories for key 

points; 3) For each frame, accumulate the trajectories/tracks at these points to get a velocity magnitude.  

Based on accurate temporal decomposition results, we can easily cluster actionlet into meaningful 
groups so that each activity can be represented by a sequence of actionlets in a syntactic way. A variety 



of video descriptors can be used here as long as it can provide a discriminative representation for the 
actionlets. 

 

2.4 Activity Prediction Model 

 
Causality is an important cue for human activity prediction. So automatic acquisition of causality from 

sequential actionlets becomes the key. Variable order Markov Model (VMM) is a category of algorithms 

for prediction of discrete sequences. It suits the activity prediction problem well, because it can capture 
both large and small order Markov dependencies based on training data. Therefore, it can encode richer 

and more flexible causal relationships. Here, we model complex human activity as a Probabilistic Suffix 

Tree (PST) which implements the single best L-bounded VMM (VMMs of degree L or less) in a fast 
and efficient way.  To characterize the predictability of activities, we formulate a Predictive 

Accumulative Function (PAF). We want to depict the predictable characteristic of a particular activity. 

For example, “tennis game" is a late-predictable problem in the sense that when we observed a long 

sequence of actionlets performed by two players, the last several strokes will strongly impact the 
winning or losing results. In contrast, “drinking water" is an early predictable problem, since as long as 

we observed the first actionlet “grabbing a cup", we probably can guess the intention. So different 

activities always have quite different PAFs. In our model, PAF can be learned automatically from the 
training data. And later when do prediction, we use PAF to weight the observed patterns in every stage 

of ongoing sequence. 

 

2.5 Evaluation Results 
 

We test the ability of our approach to predict human activities with middle-level temporal complexity on 

MHOI dataset. Samples in MHOI dataset are about daily activities (e.g. “making phone call"). This type 
of activity usually consists of 3 to 5 actionlets and lasts about 5 to 8 seconds, so we call it middle-level 

complex activity. In this dataset, each category has 9 or 10 samples. For a particular activity, we use all 

the samples in that category as positive set, and randomly select equal number of samples from 
remaining categories as negative set. Then we fit the prediction task into the context of supervised 

classification problem. To train a prediction model, we construct an order 5-bounded PST and fit a PAF 

respectively. To evaluate the prediction accuracy, we use “leave-one-out" method. Since the sample 

number is relatively small, we repeat our experiments 10 times for each activity and average the 
performance. In addition, we implemented several previous human activity prediction approaches to 

compare them with our method. Three types of previous prediction model using the same features were 

implemented: (1) Dynamic Bag-of-Words model, (2) Integral Bag-of-Words model, and (3) a basic 
SVM-based approach. 

 

Figure 4: Activity prediction results on MHOI dataset. 



Figure 4 illustrates the process of fitting PAF from training data. It shows that daily activities such as 
examples from MHOI dataset are early predictable. That means the semantic information at early stage 

strongly exposes the intension of the whole activity. The results of the implemented 4 methods are 

averaged over 5 activities. The proposed method has great advantages over other methods. For example, 

after half video observed (about 2 actionlets), our model is able to make a prediction with the accuracy 
of 0.9. We then test our model at high-level temporal complexity activities on the tennis game dataset. 

 

We aim to test the ability of our model to leverage the temporal structure of human activity. Each 
sample video in the tennis game dataset is corresponding to a point which consists of a sequence of 

actionlets (strokes). The length of actionlet sequence of each point can vary from 1 to more than 20. So 

the duration of some sample videos may as long as 30 seconds. We group samples into two categories, 
winning and losing, with respect to a specific player. Overall, we have 80 positive and 80 negative 

samples respectively. Then a 6-bounded PST and a PAF are trained from data to construct the prediction 

model. And the same “leave-one-out" method is used for evaluation. Table 1shows detailed comparison 

of 4 methods on two datasets. Random guess is 0.5, therefore the other 3 methods actually perform 
random guess on tennis game. 

 
Table 1. Performance comparisons on two datasets.  

 
 

2.6 Conclusion 
 

Our approach is a general framework for activity prediction. It can be integrated with any sequential 

decomposition methods of complexity activity with flexible actionlets granularity.  It is a brand new 

method customized to the prediction problem. Since activity classification and activity prediction are 
quite different problems, it is inappropriate to adopt similar bag-of-words paradigm. All the 

experimental results validate the advantages of utilizing causality and predictability as prediction driving 

force, which inspires us to follow this philosophy principal when design new activity prediction 
techniques.  Compared with the rare existing work for activity prediction, our approach outperforms 

their method by a large margin on both accuracy and earliness. To our best knowledge, the proposed 

model is the only one that can predict on high-level complex activities. 
 

3. Scientific Significance 
 

Conventional approaches, usually focusing on dealing with a sub-problem of spatiotemporal 

composition, fail to model such dynamics and structural nature of motions for the purpose of action 

recognition and prediction in unconstrained scenarios. As a rich source of dynamic context, such 
unconstrained army data can be modeled through spatiotemporal contextual dynamics in a large scale. 

By studying novel methodologies of visual pattern extraction in a mathematically coherent learning 

framework, the conducted research is the first complete model for action prediction in unconstrained 
visual media. Such progresses will significantly advance the visual intelligence field and contribute to 

the accomplishment of the Army's mission.  

 



4. Future Research Plans 
 

The theoretical contribution of this research will pave the foundation for novel techniques in solving 

important problems of visual understanding and large-scale visual analytics. Such research endeavor is 
sustainable and can go well beyond the 9-month scope, which is the PI's long-term career goal. 

Leveraged by this grant, the PI will submit an ARO Young Investigator Program proposal with a title of 

“Video Understanding under Uncertainty by Low-Rank Analytics”. The leveraged ARO YIP proposal is 
a concrete example of future research plan within the PI’s key research interests.  
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